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                  Background
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Classical Planning
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● Environment is math. represented by a state space

● Initial state

● Deterministic actions

● Single agent
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Forward Search
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● Start at the initial state

● Search returns when goal state reached

Forward search:
1. Add initial state to the open list

 repeat: 
2. If open list empty return unsolvable
3. Choose node in open list
4. If node is a goal return solution
5. Expand node
6. Add successors open list



University of Basel 5

Best First search
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● Forward search with heuristic enhancement

● Select promising nodes first (hence Best first)

● Generally good searches due to heuristic
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Open List 
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● Stores nodes that need to be expanded

● List order influences search process

Example : Breadth first search         FIFO queue

● Often ordered using a heuristic h

● Essential component of search
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Greedy Best First search
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● Expansion order completely based on heuristic

● Ignores current path cost

● Non-optimal search

● Known for fast expected search time
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Epsilon-greedy Best First search

● Extension of Greedy BFS

● Probability of arbitrary node expansion
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           Trial-based EGBFS
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Trial-based open list
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● Action selection process

● Open list is the frontier 

● Maintain entire tree structure
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Explicit open list vs trial-based open list
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● Fast selection process

● Little memory management

● Easy to check stopping criterion

● Refined selection process

● Frontier is always updated
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GBFS with OL vs TOL (FF heuristic)
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Exploration (OL)
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Exploration (OL vs TOL)
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Introduction to path length
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● Remedy lack of exploitation in deep tree layers

● Maintain variable with current max tree depth

● Nodes contain variable with tree depth

● Reduce exploration based on current depth and 
maximum depth

● Still promote early exploration

● Hone in on goal in deeper layers

path length of degree n
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Exploration (TOL_{PL})
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Introduction to visited count
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● View parent and children (local)

● Reduce exploration based on local exploitation

● Bounding explorative variability

visited count of degree n
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                  Experiments
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OL vs TOL
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TOL vs TOL_{PL2,VC2} (PV2)
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Comparison
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Conclusion
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● TOL needs small fixed parameter

● TOL with exploration can surpass OL with exploration

● TOL can make better use of exploration

● Fixed exploration is not necessarily the best way to balance exploration

● Attempts to prune might be useful (in paper attempts with Median Elimination)



Questions?
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Appendix
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● Removed parcprinter domains (both in OPT and SAT tracks)

● Did not know importance of SAT until much later

● Additional method attempting to prune using PAC-bound 
algorithm, Median Elimination (ME)

● Further experiments made with just TOL_{VC3} (not in paper)
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Pruning with PAC-bound algorithms
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● Probably approximately correct algorithm

● Solutions to MAB 

● Eliminate actions until one is left

● Input : error e, confidence c
● Output : one action (e-optimal with confidence c)

TOL with ME:
● Wait until all children have been visited at least so many times
● remove actions below median of expected rewards
● dont remove best actions (in terms of heuristic)
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Pruning with PAC-bound algorithms
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