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My main research interest is in heuristic search for
domain-independent planning, in the setting where all ac-
tions are deterministic and the world is fully observable.
This setting can be roughly described as a variant of “clas-
sical” heuristic search where the application domain is not
known a priori to the algorithm designer, and hence issues
which are tackled in application-dependent ways in classical
search, most importantly the development of an appropriate
heuristic function, have to be performed fully automatically
based only on a declarative description of the transition se-
mantics of the given problem (usually given in a logic-based
language like PDDL).

I am interested in many aspects of heuristic search plan-
ning, ranging from purely theoretical studies to the develop-
ment of practical planning systems. I am interested in sat-
isficing (i.e., suboptimal) planning as well as optimal plan-
ning. In the following, I describe some topics in heuristic
search planning that I have worked on recently.

e novel heuristics for satisficing planning:
I have authored or co-authored the papers that introduced
the causal graph heuristic (Helmert 2004), the landmark
heuristic (Richter, Helmert, and Westphal 2008) and most
recently the context-enhanced additive heuristic (Helmert
and Geffner 2008), a generalization of the causal graph
heuristic.

e novel heuristics for optimal planning:

I have worked on novel approaches for finding good pat-
tern database heuristics for planning (Haslum et al. 2007)
and introduced merge-and-shrink abstractions (Helmert,
Haslum, and Hoffmann 2007; 2008), also called explicit-
state abstractions, which can be seen as generalizations of
pattern database heuristics. Most recently, I have worked
on a novel heuristic for optimal planning based on con-
cepts drawn from landmarks and the classical max heuris-
tic (not yet published).

e planning systems:
I have developed the Fast Downward planning system
(Helmert 2006a), in which most of the previously men-
tioned heuristics have been implemented. Fast Downward
has won the classical track of the 4th International Plan-
ning Competition in 2004, and the LAMA planner built
on top of Fast Downward has won the sequential satis-
ficing track of the 6th International Planning Competition

in 2008. I believe that researchers should strive towards
openness in all of their work, and not just freely exchange
ideas, but also engineering artifacts. The Fast Downward
planner implementation has been used and extended in
more than a dozen research projects both within our re-
search group and at other research groups all over the
world.

understanding planning search spaces:

I have worked on a number of papers that try to fur-
ther our understanding of the characteristics of search
spaces that make planning easy or hard. In particular,
I have performed domain-dependent complexity analyses
for the planning benchmark domains used in the 1998—
2004 planning competitions (Helmert 2001; 2003; 2006b;
Helmert, Mattmiiller, and Roger 2006; Helmert 2008),
providing an almost complete map of decision and ap-
proximation complexity for these benchmarks. More
recently, inspired by the spectacularly bad performance
of recent admissible planning heuristics in the Gripper
benchmark domain, I have looked at the question how
well an A*-based planner could possibly perform when
equipped with almost perfect heuristics, showing that in
many classical planning domains optimal search with A*
can gain only very limited benefits over blind search even
under very generous assumptions (Helmert and Roger
2008).

understanding planning heuristics:

Most recently, I have been very much interested in the
question of expressivity of planning heuristics: what are
the fundamental strengths and limitations of certain ap-
proaches to heuristic planning (such as relaxation, ab-
straction or use of landmarks)? How hard is it to come up
with an optimal representative of a certain class of heuris-
tics? Which connections exist between different classes
of heuristics?

My work on merge-and-shrink abstractions (Helmert,
Haslum, and Hoffmann 2007) contains some discus-
sion of such theoretical limitations for pattern databases,
and this is also a central topic of a recent paper which
compares the asymptotic accuracy of different planning
heuristics in certain benchmark domains (Helmert and
Mattmiiller 2008).

The paper on the context-enhanced additive heuristic



(Helmert and Geffner 2008) shows that there is a close
relationship between the causal graph heuristic and addi-
tive heuristic, which were not previously considered to be
very similar ideas.

Most recently, in as of yet unpublished work, I have been
interested in establishing or disproving formal relation-
ships between different classes of admissible planning
heuristics (for example, landmark heuristics and abstrac-
tion heuristics).
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