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Abstract

One key decision for heuristic search algorithms is how to
balance exploration and exploitation. In classical planning,
novelty search has come out as the most successful approach
in this respect. The idea is to favor states that contain previ-
ously unseen facts when searching for a plan. This is done by
maintaining a record of the tuples of facts observed in previ-
ous states. Then the novelty of a state is the size of the small-
est previously unseen tuple. The most successful version of
novelty search is best-first width search (BFWS), which com-
bines novelty measures with heuristic estimates. An orthog-
onal approach to balance exploration-exploitation is to use
several open-lists. These open-lists are ordered using differ-
ent heuristic estimates, which diversify the information used
in the search. The search algorithm then alternates between
these open-lists, trying to exploit these different estimates.
This is the approach used by LAMA, a classical planner that,
a decade after its release, is still considered state-of-the-art
in agile planning. In this paper, we study how to combine
LAMA and BFWS. We show that simply adding the strongest
open-list used in BFWS to LAMA harms performance. How-
ever, we show that combining only parts of each planner leads
to a new state-of-the-art agile planner.

Introduction

Agile planning involves solving planning tasks as fast as
possible, with little or no consideration for plan quality.
While this might not be suitable for some domains, it is
still an important question in general, and it is closely re-
lated to the problem of deciding plan existence (e.g., By-
lander 1994). Since 2014, there have been dedicated tracks
for agile planning in the classical part of the International
Planning Competition (IPC). Usually, planners are given a 5
minutes per task, and they are scored based on how quickly
they solve the task.

In the recent IPC 2023, LAMA (Richter, Westphal, and
Helmert 2011), a 15 year-old planner that was included as
a baseline, obtained a higher total agile score than all com-
petitors, including the winner DecStar (Gnad, Torralba, and
Shleyfman 2023).! A similar situation occurred in the IPC
2018, where the LAMA baseline scored second place.

"When we mention LAMA in our paper, we refer to the first it-
eration of LAMA, which is responsible for all its coverage. Further
iterations are used to improve plan quality.

LAMA uses an alternation of open-lists (Roger and
Helmert 2010) together with deferred evaluation and pre-
ferred operators (Richter and Helmert 2009) to find a plan
quickly. This alternation allows LAMA to balance between
multiple heuristic estimates and allowed it to win the Sat-
isficing Track of the IPC in 2008. Even though the LAMA
code base is continuously improved, the core behavior re-
mains unchanged. This raises the question of how we can
advance the state of the art and obtain a planner that finds
plans faster than LAMA.

In the IPC 2018 Agile Track, the only planner to outper-
form LAMA was based on best-first width search (BFWS)
(Lipovetzky and Geffner 2017; Frances et al. 2018). The
idea of BFWS is to expand states that are novel (Lipovet-
zky and Geffner 2012). There are multiple ways to define
the novelty of a state (e.g., Katz et al. 2017), but the key idea
is that the state contains a tuple of atoms which has not been
encountered before by the search. When combined with
heuristic estimates, BFWS achieves a good exploration-
exploitation trade-off which helps find plans quickly.

In this paper, we aim to combine the advantages of LAMA
and BFWS. Our basic idea is very simple: we add the
open-list used by BFWS (more precisely, BEFWS(fs)) to
LAMA, as one of its alternated open-lists. One could expect
that this combination would result in a faster planner be-
cause classical planning has a history of “the more, the mer-
rier”: more open-lists (e.g., Roger and Helmert 2010; Corréa
et al. 2023), more heuristics (e.g., Franco et al. 2017; Seipp,
Keller, and Helmert 2020), more tie-breakers (e.g., Asai and
Fukunaga 2017b), more planners (e.g., Helmert, Réger, and
Karpas 2011; Cenamor, de la Rosa, and Fernandez 2016),
all seem to improve coverage of the planners.

It turns out though, that this combination actually yields
a worse planner than LAMA and BFWS(fs) alone. How-
ever, a detailed ablation study reveals that removing features
from LAMA and BFWS drastically speeds up the planner.
In fact, by removing entire open-lists of the LAMA config-
uration, and discarding function estimates and tie-breakers
from BFWS(f5), improves the coverage and IPC agile score
compared to the original systems. The resulting planner also
outperforms all agile competitors of the last IPCs by a large
margin, with an IPC agile score 13% higher than the sec-
ond best method. Overall, our new method establishes a new
state of the art for agile planning.



Background

A state space is a tuple S = (S, sy, G, succ), where S is
a set of states, s; € S is the initial state, G is the goal
description, succ is a successor function mapping each state
to a finite (possible empty) set of successor states. A state is
a set of facts. If a state s contains fact f or a set of facts I,
we say that s satisfies f or F. It is sufficient to consider S
as the minimal set where s; € S, and succ(s) C S for each
s € S. The goal G is also a set of facts. A state s, is a goal
state if G C s,.

A sequence of states 7 = (s, ..., S,) is a path from s
to s, in S'if s; € succ(s;—1) fori € {1,...,n}. Path 7 is
an s-plan if s = s and G C s,, and a plan for S if sg = sj.

We consider agile planning, the problem of computing
plans as fast as possible, without caring about their quality
(i.e., number of states visited by the plan).

A common method to find plans is via heuristic search.
A heuristic is a function h : S — R{ U {oo}. It estimates
the length of an s-plan for states s € S. Heuristic search
algorithms start from s; and explore states guided by some
heuristic h, preferring states s with low h(s) values. Exam-
ples of strong heuristics for agile planning are 2% (Bonet
and Geffner 2001), ¥ (Hoffmann and Nebel 2001), and
h™(Richter, Helmert, and Westphal 2008). We assume fa-
miliarity with common search algorithms such as greedy
best-first search (Doran and Michie 1966).

Instead of being guided by a heuristic, BES(w) selects
states for expansion based on their novelty, preferring states
with low w values (Lipovetzky and Geftner 2012, 2017).
The novelty w(s) of a state s is the size of the smallest set
of facts F' such that s is the first state visited that satisfies F.

This simple scheme can be turned into state-of-the-
art best-first width search (BFWS) algorithms by extend-
ing it with partition functions (Lipovetzky and Geffner
2017; Frances et al. 2017, 2018). For BFWS, the novelty
Wh, .. h,)(s) of a state s given the partition functions
(h1,...,hy) is the size of the smallest set of facts F' such
that s is the first evaluated state that subsumes F', among
all states s’ visited before s for which h;(s) = h;(s’) for
1 <7 < n. In practice, these planners only evaluate novelty
up to a bound k, where usually & = 2. If a state s has no
novel tuple of size k or less, then w(s) = k + 1.

Balancing Exploration and Exploitation

One important design choice of a planner is how it balances
exploration and exploitation. Exploration techniques search
parts of the state space that have not yet been visited. Ex-
ploitation techniques prefer going into parts that are consid-
ered more promising by some metric. For example, choosing
the next expanded state at random is a form of exploration;
choosing it based on a heuristic is exploitation.

Modern planners usually mix both of them. A common
technique is to keep several open-lists during search, each
one guided by a different heuristic (Roger and Helmert
2010). Some lists are even incomplete since they only re-
tain a subset of the generated states, e.g., states generated via
preferred operators (Hoffmann and Nebel 2001; Richter and
Helmert 2009). The simplest yet most successful method

for combining multiple open-lists is alternation (Helmert
2004, 2006). An alternation-based search algorithm main-
tains n open-lists, where the i-th open-list is ordered by
some heuristic h;. We denote it as [hy, ..., h,]. The search
alternates between the open-lists in a round-robin fashion:
first it expands the best state according to hy, adds all suc-
cessors to all (or some of the) open-lists, then it expands the
best state according to ho, and so on. In iteration n + 1 it
expands from h; again.

Alternation is one of the main building blocks used by the
LAMA planner (Richter and Westphal 2008, 2010; Richter,
Westphal, and Helmert 2011). LAMA keeps four open-lists:
[RFE, REE, REM O RIM) where k. denotes an open-list ordered
by h but only containing states reached via preferred oper-
ators. LAMA is based on the Fast Downward planning sys-
tem (Helmert 2006) and won the IPC editions of 2008 and
2011. Until today, it is considered state-of-the-art in agile
planning.

An orthogonal way of combining exploration and ex-
ploitation is by using tiebreakers (Roger and Helmert 2010).
A tiebreaking open-list (h1, ..., hy) uses a ranking over n
heuristics. It selects states based on h; and, if there is a tie,
breaks this tie using h; 1. It keeps only a single open-list,
but the order of this list is defined by multiple heuristics.
Throughout the paper, we assume that if all hq, ..., h, are
tied, then remaining ties are broken by g-value. If ties per-
sist, then we assume a FIFO ordering.

While LAMA opted for an alternation open-list, the more
sophisticated versions of BFWS use tiebreaking (Lipovet-
zky and Geffner 2017). In general, BFWS(f) orders its
open-list by f = (fi1,..., fn). The strongest version of
BFWS is BFWS(fs), where the open-list is ordered by
f6 = <’lU<hLM7hFF>,p7’€f, hLM,w<hFF>,hFF> where pref is an
indicator function yielding 1 for states reached via a pre-
ferred operator. Simpler versions include BFWS(f,), where
f4 = <’lU<hLM’hFF>, hLM,hFF>, and BFWS(fQ), where fg =
<w<hFF> 5 hFF>.

A BFWS-based planner, BFWS-Preference, won the Ag-
ile Track of the IPC 2018 (Frances et al. 2018). This planner
is the only one to achieve a higher agile score than LAMA
in any of the IPCs, which is remarkable given that LAMA
only served as a baseline planner.

Combining LAMA and BFWS

LAMA and BFWS present distinct ways of combining ex-
ploration and exploitation. But they do have more similari-
ties than initially meets the eye. If we consider BFWS(f),
then both planners use exactly the same information (with
the exception of the novelty measures): hfF, A'™, and pre-
ferred operators. The difference is in the way the planners
process the information and the question is how we can com-
bine the advantages of both in a single planner. Arguably the
most direct approach to combine both planners is to use the
tiebreaking open-list of BFWS( fg) as an additional open list
in LAMA. We call this modification LAMA-W( f).

Before we evaluate this new planner, we present the
experimental setup used throughout the paper. We imple-
mented LAMA-W(fs) and BFWS(fs), alongside the sim-
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Table 1: Scores for the baselines, LAMA, BFWS(fs) and LAMA-W(fs), and for simplifications of LAMA-W( f).

pler BFWS variants, within the Scorpion planning system
(Seipp, Keller, and Helmert 2020), which is an extension of
Fast Downward (Helmert 2006). All our alternation-based
methods use the default boosting parameters of LAMA
(Richter and Westphal 2010): whenever the search encoun-
ters a state s with a new lowest heuristic value h(s) for
any heuristic h, all preferred operator queues receive a boost
value of 1000. This incurs that for the next 1000 - n expan-
sions only states from preferred operator queues are consid-
ered, where n is the number of such queues.

For running our experiments, we use Downward Lab
(Seipp et al. 2017) on AMD EPYC 7742 processors run-
ning at 2.25 GHz. We use the same limits as the IPC 2023
Agile Track: a 5 minutes time limit, and 8 GiB of mem-
ory per task. Our benchmark set consists of 2426 tasks from
all IPCs (1998-2023). We omit domains containing derived
predicates, as some of the planners do not support them. We
also use the h2-preprocessor for all planner runs (Alcdzar
and Torralba 2015). We employ three main scores to evalu-
ate planner performance: coverage score,” expansions score,
and agile score.? The total score is the sum over all tasks.

The first three columns of Table 1 compare LAMA and
BFWS(fs) with LAMA-W(fs). We see that the new algo-
rithm solves fewer tasks and needs more expansions than
both LAMA and BFWS(f5) in almost all metrics, but its ag-
ile score is slightly higher than the one by BFWS(fs). The
low expansions score indicates that the addition of the new
open-list makes the search less informed. This is somewhat
counter-intuitive because in many cases combining different
evaluators within the same search algorithm decreases the
number of expansions (c.f., Corréa et al. 2023).

To understand what exactly has such a negative impact on
performance, we decomposed the features of LAMA-W( f¢).
Our first step is to iteratively simplify the new open list by
removing its subsets of its features (partition functions, tie-
breakers). We define the following variations:

1. LAMA-W(f,), where fy = <U)(hLM7hFF> , WM, hFF>;
2. LAMA-W(fI). where fI' = (wy, h). We tested two

The coverage score is 1 for solved tasks and 0 otherwise.

3The expansions score is based on the number of expanded
states, while the agile score is based on the runtime (Richter and
Helmert 2009). Performance better than a lower bound (100 states
for expansions and 1 second for runtime) counts as 1. Performance
worse than an upper bound U (10° states for expansions and 300s
for runtime) counts as 0. We interpolate intermediate values with
a logarithmic function: 1 — 108(=)/10g(v) where z is the number of
expansions/runtime in seconds.
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Figure 1: Coverage over time for LAMA, BFWS(fs), and
LAMA-W(f2™).

different versions: h = hfF and h = hMM;

3. LAMA-W(w,y) uses the open-list of BFWS(w)
(Lipovetzky and Geffner 2017), a best-first width search
with a single open-list ordered by w3y and breaking ties
by accumulated cost g. When h = () we do not use any
partition function.

Table 1 shows the results for all methods. From left to
right, the novelty-based open list becomes increasingly sim-
ple. There are two immediate observations to be made: first,
simpler approaches, such as LAMA-W( fghl‘M) and LAMA-
W(w(y), have much better coverage and agile score than
LAMA-W(fs); second, using h*M in the novelty open-list
is consistently superior to hFF. LAMA-W(f4™) improves
over LAMA and LAMA-W(fy) in all measured criteria. It is
also superior to BEWS(f) in coverage and agile scores.

Figure 1 shows the coverage over time for LAMA,
BFWS(fs), and LAMA-W(f1™). Albeit having a better
expansions score, BEFWS(f¢) is slower than the other two
methods. LAMA and LAMA-W( thLM) run similarly fast,
and the difference in the curves is only perceptible when
very close to the time limit. This indicates that LAMA-
W( thLM) has an edge over LAMA in larger tasks, where the
extra exploration added by the novelty open-list helps.

Consolidating the LAMA Open-Lists
We started from LAMA-W( f) and boiled the novelty-based

open list down to obtain LAMA-W( thLM), which then out-
performed both LAMA and BFWS(f¢). But who says that
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Table 2: Results for the consolidation of LAMA open-lists in LAMA-W( thLM) (last column). The first four rows correspond to
the four original open-lists in LAMA and the active open-lists are marked with v'. All configurations include the félLM open-list.

LAMA NOLAN Diff.

barman-sat14 (20) 19 20 +1
caldera-split-sat18 (20) 6 10 +4
cavediving-14 (20) 7 8 +1
data-network-sat18 (20) 11 15 +4
depot (22) 20 22 +2
freecell (80) 79 80 +1
logistics98 (35) 34 35 +1
maintenance-sat14 (20) 11 12 +1
nomystery-satl1 (20) 13 17 +4
nurikabe-sat18 (20) 16 17 +1
pathways (30) 23 25 +2
pipesworld-notankage (50) 44 45 +1
pipesworld-tankage (50) 41 42 +1
ricochet-robots-sat23 (20) 6 14 +8
rubiks-cube-sat23 (20) 20 17 -3
snake-sat18 (20) 4 9 +5
storage (30) 19 26 +7
tetris-sat14 (20) 17 20 +3
thoughtful-sat14 (20) 16 18 +2
tidybot-sat11 (20) 18 20 +2
transport-satl1 (20) 15 18 +3
transport-sat14 (20) 11 12 +1
trucks (30) 15 17 +2
trucks-strips (30) 14 16 +2
visitall-sat11 (20) 20 19 -1
visitall-sat14 (20) 20 4 -16
Other 55 domains (1729) 1562 1562 0
Total (2426) 2081 2120 +39

Table 3: Per domain coverage for LAMA and NOLAN. We
only show domains where coverage differs. The last column
shows the coverage gain/loss for NOLAN.

all original parts of LAMA are beneficial in a planner with
a novelty-based open list? To evaluate this, we now consol-

idate the remaining parts of LAMA-W( f2h'LM) by removing
subsets of LAMA open-lists from LAMA-W(f2"™).

As explained above, the original LAMA planner uses four
open-lists: [h™, AEF, hPM hIM] while LAMA-W(f5"") has

Coverage Agile Score
NOLAN 2120 1756.3
GBFS-RSL 2049 1557.3
Dual-BFWS 1986 1537.4
OLCFF 2024 1504.9
BFWS-Pref. 1927 1500.7
MERWIN 1926 1463.0
Stone Soup 2050 1450.6
DecStar 1962 1437.3

Table 4: Scores for state-of-the-art planners.
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Figure 2: Coverage over time for each state-of-the-art plan-
ner and NOLAN.

five: [nF, REF, IM pIM £1"™"]. Table 1 shows the effect of
removing combinations of of the original 4 queues in LAMA

from LAMA-W( thLM). The two strongest versions use three
open-lists from LAMA plus the fé’LM open-list. In compar-

ison to LAMA-W(f2™), removing the h¥F open-list yields
the highest coverage, while removing the h™ open-list im-
proves expansions and agile scores. Interestingly, the open-
lists containing only preferred operators (hff and h'M) seem
to be the most essential ones in the planner.

For the rest of the paper, we use the version from Ta-
ble 2 that has the highest agile and expansions scores
(third column from the right). It alternates between



[RFF REF pIM £0™) We call it NOLAN because it uses
(among other features) NOvelty, Landmarks and Alterna-
tioN. The accumulated coverage over time by NOLAN is
almost identical LAMA-W(f2™") in Figure 1.

To better compare NOLAN to LAMA, we now analyze
their results per domain. Table 3 shows the coverage for the
26 domains where the two planners solve a different number
of tasks. In 23 out of the 26, NOLAN solves more tasks than
LAMA. In more than half of these 23 domains, NOLAN
solves two tasks or more compared to LAMA. On the flip
side, LAMA has a higher coverage in only 3 domains. Two
of them contain VisitAll tasks, where an agent has to visit
all cells in a rectangular grid. For these tasks, NOLAN fre-
quently runs out of memory. This is because VisitAll tasks
have a huge number facts and different WM values, and the
planner maintains a bit vector storing the seen fact tuples for
each h'™ value. BFWS-based planners address this problem
with a simple strategy: if the estimated memory usage for
storing the seen fact tuples is larger than 2 GiB, they fall
back to using w = 1. We leave addressing the memory bot-
tleneck for such tasks as future work.

Related Work

Before we compare NOLAN to state-of-the-art agile plan-
ners, we discuss related work, some of which forms the basis
for some of the planners we compare to.

Balancing exploration and exploitation is a longstanding
challenge in classical planning (Hoffmann and Nebel 2001;
Richter and Westphal 2008; Nakhost and Miiller 2009; Vidal
2011; Katz et al. 2017; Asai and Fukunaga 2017a; Fickert
2018). In recent years, BFWS has emerged as the most suc-
cessful approach for this problem (Lipovetzky and Geffner
2012, 2017; Frances et al. 2017). We evaluate two represen-
tatives, BEFWS-Preference and Dual-BFWS (Frances et al.
2018), in the next section.

Follow-up work combined BFWS with other search tech-
niques. For example, Katz et al. (2017) combine the concept
of novelty with heuristic estimates, extending the definition
of novelty by Shleyfman, Tuisov, and Domshlak (2016) to
take into account the heuristic value of the states. This al-
lows them to quantify how novel a state is, so the search
can be guided directly by this value. However, as this metric
is not goal-aware, Katz et al. need to break ties using tra-
ditional goal-aware functions. The MERWIN planner (Katz
et al. 2018), that we evaluate below, is based on these ideas.

Another successful approach is due to Fickert (2020), who
uses an orthogonal approach to the one by Katz et al.: in-
stead of using novelty as the main guidance for the search,
Fickert uses traditional heuristics to guide a greedy best-
first search, and uses a lookahead strategy to find states with
lower heuristic values quickly. This lookahead strategy is de-
signed to reach states satisfying relaxed subgoals (Lipovet-
zky and Geffner 2014). To make the procedure efficient, he
uses novelty pruning (Lipovetzky and Geffner 2012; Fick-
ert 2018) to reduce the number of evaluated states. Fick-
ert shows that there is a synergy between the novelty-based
lookahead and the hCTF heuristic (Fickert and Hoffmann
2017), as the result from the lookahead can be used to trigger

the refinement procedure of h“FF. This idea was also used in
the OLCFF planner (Fickert and Hoffmann 2018) from the
IPC 2018. We include OLCFF and an improved version of
it, GBFS-RSL, in our empirical comparison below.

A simpler (but still efficient) idea was introduced by
Corréa and Seipp (2022) in the context of lifted planning.
Besides showing how to compute novelty over a lifted rep-
resentation (where reachable facts are not known in ad-
vance), they also introduce a planner that alternates between
a novelty-based open list and an open list ordered by tradi-
tional heuristic estimates. While their planner has an over-
head in most IPC domains due to the first-order represen-
tation used, it is competitive with other planners for larger
tasks.

While many successful idea in classical planning follow
the “the more, the merrier” idea (Roger and Helmert 2010),
some lines of research go in the opposite direction. For ex-
ample, Tuisov and Katz (2021) define novel and non-novel
operators, and show that pruning non-novel operators in pre-
ferred queues can increase coverage.

State-of-the-Art Agile Planners

We now compare NOLAN to state-of-the-art agile planners
which scored highly in previous IPCs: BFWS-Preference
(Frances et al. 2018), the winner of the Agile Track of IPC
2018; Dual-BFWS (Frances et al. 2018), another BFWS-
based participant of IPC 2018; MERWIN (Katz et al.
2018), a planner that combines the state-of-the-art satisfic-
ing planner Mercury (Katz and Hoffmann 2014) with nov-
elty heuristics (Katz et al. 2017); OLCFF (Fickert and Hoff-
mann 2018), which combines novelty pruning with the A¢FF
heuristic (Hoffmann and Fickert 2015); DecStar (Gnad, Tor-
ralba, and Shleyfman 2023), the winner of the Agile Track
at the IPC 2023; and Fast Downward Stone Soup 2023
(Btichner et al. 2023), the runner-up in the IPC 2023 Ag-
ile Track. Furthermore, we also include GBFS-RSL (Fickert
2020), which is an improved version of the OLCFF planner.
Table 4 compares NOLAN with all state-of-the-art plan-
ners.* NOLAN has the highest coverage and agile score. The
relative difference in agile score to the second best planner,
GBFS-RSL, is about 13%, while the difference to the previ-
ous winners of the IPC Agile Tracks is about 15%. As men-
tioned above, no other planner has an agile score close to
LAMA, even though some planners, e.g., Fast Downward
Stone Soup 2023, use LAMA as one of their components.
Figure 2 shows the coverage over time for all of these
planners. The gap between NOLAN and all other methods
is clearly visible. After 100 seconds, NOLAN already solves
more tasks than any other method at any point in time.

Conclusions

We showed how to combine two successful agile planners,
LAMA and BFWS(fs). The combination of both did not
meet with success, and it yielded a worse planner than any
of its ingredients. But by carefully removing features from

“We do not compare expansion scores for this experiment be-
cause some planners perform multiple searches and some use look-
aheads, which skews the total number of expansions.



LAMA and the BFWS open-list, we obtained state-of-the-
art performance. The resulting planner NOLAN has a higher
coverage and agile score than all other evaluated planners.
These results raise the question of what happens if we com-
bine NOLAN with other exploration techniques (e.g., Xie
et al. 2014).
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