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Zusammenfass

Top-Down-Mergesort Lan

Was bisher geschah und wie es weiter geht

m Letztes Mal: sehr detaillierte Laufzeitanalyse fiir Selectionsort
und Bottom-Up-Mergesort

m heute noch analoge Analyse fiir Top-Down-Mergesort als
Beispiel eines rekursiven Divide-and-Conquer-Verfahrens

danach Landau-Symbole fiir asymptotisches Laufzeitverhalten

und die ,,schnelle” Laufzeitanalyse in der Praxis
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Beispiel: Top-Down-Mergesort
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Merge-Schritt-Ergebnis vom letzten Mal

1 def merge(array, tmp, lo, mid, hi):

2 i = 1lo

3 j = mid + 1

4 for k in range(lo, hi + 1): # k = lo,...,ht
5 if j > hi or (i <= mid and array[i] <= arrayl[jl):
6 tmp [k] = array[il

7 i+=1

8 else:

9 tmp [k] = arrayl[j]

10 j+=1

11 for k in range(lo, hi + 1): # k = lo,...,hs
12 array[k] = tmp[k]

Der Merge-Schritt hat lineare Laufzeit, d.h. es gibt Konstanten
¢,c’,ng >0, so dass fiir alle n > ny: cn < T(n) < cn.
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Top-Down-Mergesort

1
2
3
4
5
6
7
8
9

10
11

def sort(array):
tmp = [0] * len(array) # [0,...,0] with same size as array
sort_aux(array, tmp, O, len(array) - 1)

def sort_aux(array, tmp, lo, hi):
if hi <= lo:
return
mid = lo + (hi - 1lo) // 2
sort_aux(array, tmp, lo, mid)
sort_aux(array, tmp, mid + 1, hi)
merge (array, tmp, lo, mid, hi)

Analyse fir m=hi—lo+1
co fiir Zeile 6-7

cy fiir Zeile 6-8

com fiir Merge-Schritt



Beispiel: Top-Down-Mergesort

Zusammenf.
[e]e]e] le]ele)

Top-Down-Mergesort: Analyse |

Laufzeit sort_aux
m T(m)=c+2T(m/2) + com fiir m =2k k € Ny
B T(1)=c
m Rekursive Gleichung

m Wir suchen obere Schranke, die nur von m abhingt.
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Top-Down-Mergesort: Analyse |l
Betrachte m = 2K mit k € Nyg
T(m)=c+2T(m/2)+ com



Top-Down-Mergesort: Analyse |l
Betrachte m = 2K mit k € Nyg
T(m) = + 2T(m/2) + com
=c+2(a+2T(m/4)+ c2(m/2)) + com



Beispiel: Top-Down-Mergesort andat An Zusammenfassung

Top-Down-Mergesort: Analyse |l
Betrachte m = 2K mit k € Nyg
T(m)=c+2T(m/2)+ com
=ca+2(a+2T(m/4) + c2(m/2)) + com
=c(l+2)+2com+4T(m/4)
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Top-Down-Mergesort: Analyse |l
Betrachte m = 2K mit k € Nyg
T(m)=c+2T(m/2)+ com
=ca+2(a+2T(m/4) + c2(m/2)) + com
=c(l+2)+2com+4T(m/4)
=c(l14+2)+2com+4(c1 +2T(m/8) + c2(m/4))

Zusammenfassung
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Top-Down-Mergesort: Analyse |l

Betrachte m = 2K mit k € Nyg

T(m)=c+2T(m/2)+ com

=c +2(c+2T(m/4) 4+ c2(m/2)) + com
=c(l+2)+2com+4T(m/4)
=ca(l1+2)+2com+4(c1 +2T(m/8) + c2(m/4))
=c(l+2+4)+3com+8T(m/8)
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Top-Down-Mergesort: Analyse |l

Betrachte m = 2K mit k € Nyg

T(m)=c+2T(m/2)+ com

=c +2(c+2T(m/4) 4+ c2(m/2)) + com
=c(l+2)+2com+4T(m/4)
=ca(l1+2)+2com+4(c1 +2T(m/8) + c2(m/4))
=c(l+2+4)+3com+8T(m/8)

= ( Zf:ol 2i) + comk + co2k

k-1 .



Beispiel: Top-Down-Mergesort anda g Zusammenfassung
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Top-Down-Mergesort: Analyse |l
Betrachte m = 2K mit k € Nug
T(m)=c+2T(m/2)+ com
=+ 2(C1 + 2T(m/4) + c2(m/2)) + com
=c(l4+2)+2com+4T(m/4)
=ca(l1+2)+2com+4(c1 +2T(m/8) + c2(m/4))
=ca(l+2+4)+3ccm+8T(m/8)

k—1

= Cl(Zi:O 2i) + comk + ¢2*

k=1 .
= Cl(Zi:O 2') + comlogym+com  (k = log, m, 2" = m)
< c1k2k_1 + comlogy m+ com
< cimlogy m+ comlog, m+ cgm

<(co+a+c)mlogym  (logym=k>1)
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Top-Down-Mergesort: Analyse Ill

m keine Zweierpotenz? 2k71 <« m < 2k
T(m)=c+ T(Im/2])+ T([m/2]) + com
<a+2T025/2)+ om
< c2k log, 2K fiir irgendein ¢
< 2cmlogy(2m) (2K < 2m, da m > 2k71)
= 2cm(log, 2 + log, m)
= 2cm(1 + logy, m) < 4cmlogy, m (1 < log, m fiir m > 2)
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Top-Down-Mergesort: Analyse Ill

m keine Zweierpotenz? 2k71 <« m < 2k
T(m)=c+ T(Im/2])+ T([m/2]) + com
<a+2T025/2)+ om
< c2k log, 2K fiir irgendein ¢
< 2cmlogy(2m) (2K < 2m, da m > 2k71)
= 2cm(log, 2 + log, m)
= 2cm(1 + logy, m) < 4cmlogy, m (1 < log, m fiir m > 2)

Obere Schranke ¢’mlog, m gilt allgemein (fiir irgendein ¢’)
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Top-Down-Mergesort: Analyse Ill

m keine Zweierpotenz? 2k71 <« m < 2k
T(m)=c+ T(Im/2])+ T([m/2]) + com
<a+2T025/2)+ om
< c2k log, 2K fiir irgendein ¢
< 2cmlogy(2m) (2K < 2m, da m > 2k71)
= 2cm(log, 2 + log, m)
= 2cm(1 + logy, m) < 4cmlogy, m (1 < log, m fiir m > 2)

Obere Schranke ¢’mlog, m gilt allgemein (fiir irgendein ¢’)
Untere Schranke?

T(m)= Zf.‘;ol 2'c) + comlogy m+ com > comlogy m
Untere Schranke cmlog, m (fiir irgendein c)
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Top-Down-Mergesort: Analyse IV

sort?

m Aufruf von sort_aux mit m = n = Linge der Eingabe
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Zusammenfassung

Top-Down-Mergesort: Analyse IV

sort?
m Aufruf von sort_aux mit m = n = Linge der Eingabe

m Anlegen/Kopieren von Array geht in linearer Zeit
— kann durch Anpassung der Konstanten abgedeckt werden.



Beispiel: Top-Down-Mergesort
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Zusammenfas:

Top-Down-Mergesort: Analyse IV

sort?

m Aufruf von sort_aux mit m = n = Linge der Eingabe

m Anlegen/Kopieren von Array geht in linearer Zeit
— kann durch Anpassung der Konstanten abgedeckt werden.

Top-Down-Mergesort hat leicht iiberlineare Laufzeit, d.h.
es gibt Konstanten c,c’, ng > 0, so dass fiir alle n > ny,
cnlogy n < T(n) < c’'nlog, n.
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Landau-Notation



Landau-Notation
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Ergebnis fiir Mergesort

»Die Laufzeit von Mergesort wachst genauso schnell wie nlog, n."



Landau-Notation
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Ergebnis fiir Mergesort

»Die Laufzeit von Mergesort wachst genauso schnell wie nlog, n."

Mergesort hat leicht iiberlineare Laufzeit, d.h.
es gibt Konstanten c,c’, ng > 0, so dass fiir alle n > ny:
cnlogy n < T(n) < c’'nlog, n.




Landau-Notation A Zusammenfassung
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Ergebnis fiir Mergesort

»Die Laufzeit von Mergesort wachst genauso schnell wie nlog, n."

Mergesort hat leicht iiberlineare Laufzeit, d.h.
es gibt Konstanten c,c’, ng > 0, so dass fiir alle n > ny:
cnlogy n < T(n) < c’'nlog, n.

m Wir haben Terme niedrigerer Ordnung (Konstanten und n) in
der Abschatzung ignoriert bzw. verschwinden lassen.



Landau-Notation Zusammenfa
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Ergebnis fiir Mergesort

»Die Laufzeit von Mergesort wachst genauso schnell wie nlog, n."

Mergesort hat leicht iiberlineare Laufzeit, d.h.
es gibt Konstanten c,c’, ng > 0, so dass fiir alle n > ny:
cnlogy n < T(n) < c’'nlog, n.

m Wir haben Terme niedrigerer Ordnung (Konstanten und n) in
der Abschatzung ignoriert bzw. verschwinden lassen.

m Wir haben uns nicht fiir die genauen Werte der Konstanten
interessiert, es reicht, wenn irgendwelche passenden
Konstanten existieren.



Top-Down-Mergesort Landau-Notation Zusammenfas:
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Ergebnis fiir Mergesort

»Die Laufzeit von Mergesort wachst genauso schnell wie nlog, n."

Mergesort hat leicht iiberlineare Laufzeit, d.h.
es gibt Konstanten c,c’, ng > 0, so dass fiir alle n > ny:
cnlogy n < T(n) < c’'nlog, n.

m Wir haben Terme niedrigerer Ordnung (Konstanten und n) in
der Abschatzung ignoriert bzw. verschwinden lassen.

m Wir haben uns nicht fiir die genauen Werte der Konstanten
interessiert, es reicht, wenn irgendwelche passenden
Konstanten existieren.

m Die Laufzeit fiir kleine n ist nicht so wichtig.



Top-Down-Mergesort Landau-Notation Zusammenfas
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Mehr bisherige Ergebnisse

Theorem

Der Merge-Schritt hat lineare Laufzeit, d.h. es gibt Konstanten
¢,c’,ng >0, so dass fiir alle n > ny: cn < T(n) < c'n.

| \

Theorem

Mergesort hat leicht iiberlineare Laufzeit, d.h.
es gibt Konstanten c,c’, ng > 0, so dass fiir alle n > ny:
cnlogy,n < T(n) < c’nlog, n.

Theorem

| \

Selectionsort hat quadratische Laufzeit, d.h. es gibt Konstanten
c¢>0,c" >0,ny >0, so dass fiir n > ny: cn® < T(n) < ’n?.




Top-Down-Mergesort Landau-Notation Zusammenfas
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Mehr bisherige Ergebnisse

Theorem

Der Merge-Schritt hat lineare Laufzeit, d.h. es gibt Konstanten
¢,c’,ng >0, so dass fiir alle n > ny: cn < T(n) < c'n.

| \

Theorem

Mergesort hat leicht iiberlineare Laufzeit, d.h.
es gibt Konstanten c,c’, ng > 0, so dass fiir alle n > ny:
cnlogy,n < T(n) < c’nlog, n.

Theorem

| \

Selectionsort hat quadratische Laufzeit, d.h. es gibt Konstanten
c¢>0,c" >0,ny >0, so dass fiir n > ny: cn® < T(n) < ’n?.

Konnen wir das nicht irgendwie kompakter aufschreiben?



Top-Down-Mergesort Landau-Notation
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Edmund Landau

Edmund Landau

m deutscher Mathematiker
(1877-1938)

m analytische Zahlentheorie

m kein Freund angewandter
Mathematik

Zusammenfassung




Top-Down-Mergesort Landau-Notation

Edmund Landau

Zusammenfas:

Edmund Landau

m deutscher Mathematiker
(1877-1938)

m analytische Zahlentheorie

m kein Freund angewandter
Mathematik

International: Bachmann—Landau-Notation auch nach
Paul Gustav Heinrich Bachmann (deutscher Mathematiker)



I: Top-Down-Mergesort Landau-Notation An Zusammenf.
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Landau-Symbol Theta

Fiir eine Funktion g : N — R ist ©(g) die Menge aller Funktionen
f : N — R, die genauso schnell wachsen wie g:

O(g)={f|Ic>03c >03np>0Vn>ny:
c-g(n) < f(n)<c-g(n)}




I: Top-Down-Mergesort Landau-Notation
0000®000000000 0000000

Landau-Symbol Theta

Fiir eine Funktion g : N — R ist ©(g) die Menge aller Funktionen
f : N — R, die genauso schnell wachsen wie g:
O(g)={f|Ic>03c >03np>0Vn>ny:
c-g(n) < f(n)<c-g(n)}

, Die Laufzeit von Mergesort ist in ©(nlog, n)."
oder auch
., Die Laufzeit von Mergesort ist ©(nlog, n)."



Landau-Notation
00000@00000000

Landau-Symbol Theta: Illustration

f €O(g)

100



Landau-Notation
000000®0000000

Mehr Landau-Symbole

m ,f wachst nicht wesentlich schneller als g*

O(g)={f|3c>03ng >0Vn>ng:f(n)<c-g(n)}
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Mehr Landau-Symbole

m ,f wachst nicht wesentlich schneller als g*
O(g)={f|3c>03ng >0Yn>ng:f(n)<c-g(n)}

m O fiir ,,Ordnung" der Funktion



Mehr Landau-Symbole
m ,f wachst nicht wesentlich schneller als g*
O(g)={f|3c>03ng >0Yn>ng:f(n)<c-g(n)}

m O fiir ,,Ordnung" der Funktion

m ,f wachst nicht wesentlich langsamer als g"

Qg)={f|3c>03ng>0Vn>ng:c-g(n) <f(n)}



Mehr Landau-Symbole
m ,f wachst nicht wesentlich schneller als g*
O(g)={f|3c>03ng >0Yn>ng:f(n)<c-g(n)}

O fiir ,,Ordnung” der Funktion

»f wachst nicht wesentlich langsamer als g"

Qg)={f|3c>03ng>0Vn>ng:c-g(n) <f(n)}

Es gilt ©(g) = O(g) N Q(g).



Mehr Landau-Symbole
m ,f wachst nicht wesentlich schneller als g*
O(g)={f|3c>03ng >0Yn>ng:f(n)<c-g(n)}

O fiir ,,Ordnung” der Funktion

»f wachst nicht wesentlich langsamer als g"

Qg)={f|3c>03ng>0Vn>ng:c-g(n) <f(n)}

Es gilt ©(g) = O(g) N Q(g).
Es gilt f € Q(g) gdw. g € O(f).



Mehr Landau-Symbole
m ,f wachst nicht wesentlich schneller als g*
O(g)={f|3c>03dng>0Vn=>ng:f(n)<c-g(n)}

O fiir ,,Ordnung” der Funktion

»f wachst nicht wesentlich langsamer als g"

Qg)={f|3c>03ng>0Vn>ng:c-g(n) <f(n)}

Es gilt ©(g) = O(g) N Q(g).

Es gilt f € Q(g) gdw. g € O(f).

In der Informatik interessieren wir uns oft nur fiir die
Begrenzung des Laufzeitwachstums nach oben: O statt ©



Mehr Landau-Symbole
m ,f wachst nicht wesentlich schneller als g*
O(g)={f|3c>03dng>0Vn=>ng:f(n)<c-g(n)}

O fiir ,,Ordnung” der Funktion

»f wachst nicht wesentlich langsamer als g"

Qg)={f|3c>03ng>0Vn>ng:c-g(n) <f(n)}

Es gilt ©(g) = O(g) N Q(g).

Es gilt f € Q(g) gdw. g € O(f).

In der Informatik interessieren wir uns oft nur fiir die
Begrenzung des Laufzeitwachstums nach oben: O statt ©

Aussprache: ©: Theta, Q: Omega, O: Oh
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Seltener benotigte Landau-Symbole

m ,f wachst langsamer als g"

o(g)={f|VYc>03n>0Vn>ng:f(n)<c-g(n)}
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Seltener benotigte Landau-Symbole

m ,f wachst langsamer als g"
o(g)={f|VYc>03n>0Vn>ng:f(n)<c-g(n)}
m ,f wachst schneller als g"

w(g) ={f|Ve>03ng >0Vn>no:c-g(n) <f(n)}
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Seltener benotigte Landau-Symbole

m ,f wachst langsamer als g"
o(g)={f|VYc>03n>0Vn>ng:f(n)<c-g(n)}
m ,f wachst schneller als g"

w(g) ={f|Ve>03ng >0Vn>no:c-g(n) <f(n)}

Aussprache: w: kleines Omega
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Interessante Funktionsklassen

In aufsteigender Ordnung (abgesehen von allgemeinen n*):

g Wachstum

1 konstant
logn logarithmisch

n linear

nlogn leicht lberlinear
quadratisch

n®  kubisch

polynomiell (Konstante k)
2" exponentiell



Landau-Notation
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Beispiele ©

m Bei der Analyse interessiert nur der Term hochster Ordnung
(= am schnellsten wachsender Summand) einer Funktion.



Top-Down-Mergesort Landau-Notation PATEETN I ENES
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Beispiele ©

m Bei der Analyse interessiert nur der Term hochster Ordnung
(= am schnellsten wachsender Summand) einer Funktion.
m Beispiele
m fi(n)=5n*+3n-9
f2(n) = 3nlog, n + 2n?
fz3(n) = 9n|og2n+ n+17
fa(n) =



T >p-Down-Mergesort Landau-Notation v g Zusammenfassung
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Belsplele ©

m Bei der Analyse interessiert nur der Term hochster Ordnung
(= am schnellsten wachsender Summand) einer Funktion.

m Beispiele

n fl(n)—5n +3n-9 E@( %)

f(n) = 3nlog, n + 2n?

fz3(n) = 9n|og2n+ n+17

fa(n) =



T >p-Down-Mergesort Landau-Notation v g Zusammenfassung
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Belsplele ©

m Bei der Analyse interessiert nur der Term hochster Ordnung
(= am schnellsten wachsender Summand) einer Funktion.
m Beispiele
n fl(n)—5n +3n-9 E@( %)
f(n) = 3nlog, n+2n% € ©(n?)
fz3(n) = 9n|og2n+ n+17
fa(n) =



T >p-Down-Mergesort Landau-Notation v g Zusammenfassung
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Belsplele ©

m Bei der Analyse interessiert nur der Term hochster Ordnung
(= am schnellsten wachsender Summand) einer Funktion.
m Beispiele
] fl(n)—5n +3n—-9 E@( 2)
f(n) = 3nlog, n +2n*> € ©(n?)
f3(n) = 9n|og2 n+n+17 € ©(nlogn)
fa(n) =



T >p-Down-Mergesort Landau-Notation v g Zusammenfassung
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Belsplele ©

m Bei der Analyse interessiert nur der Term hochster Ordnung
(= am schnellsten wachsender Summand) einer Funktion.
m Beispiele
" fl(n) =5n*+3n-9 €0O(n?)
f(n) = 3nlog, n +2n*> € ©(n?)
fz(n) =9nlog, n+ n+ 17 € O(nlogn)
fz(n) =8 € ©(1)



Landau-Notation

0000000000800 0

Beispiele Gross-O

m Bei der Analyse interessiert nur der Term hochster Ordnung
(= am schnellsten wachsender Summand) einer Funktion.



Top-Down-Mergesort Landau-Notation v g Zusamment,
O 0000000000e000 000000C

Beispiele Gross-O

m Bei der Analyse interessiert nur der Term hochster Ordnung
(= am schnellsten wachsender Summand) einer Funktion.
m Beispiele
m fi(n)=8n*—-3n-9
m f(n) =n®>—3nlog, n
m f3(n) = 3nlog, n + 1000n + 1029



Top-Down-Mergesort Landau-Notation v g Zusamment,
O 0000000000e000 000000C

Beispiele Gross-O

m Bei der Analyse interessiert nur der Term hochster Ordnung
(= am schnellsten wachsender Summand) einer Funktion.
m Beispiele
m fi(n)=8n*—-3n-9 € O(n?)
m f(n) =n®>—3nlog, n
m f3(n) = 3nlog, n + 1000n + 1029



Top-Down-Mergesort Landau-Notation v g Zusamment,
O 0000000000e000 000000C

Beispiele Gross-O

m Bei der Analyse interessiert nur der Term hochster Ordnung
(= am schnellsten wachsender Summand) einer Funktion.
m Beispiele
m fi(n)=8n*—-3n-9 € O(n?)
m f(n)=n®>—3nlogy,n € O(n?)
m f3(n) = 3nlog, n + 1000n + 1029



Top-Down-Mergesort Landau-Notation v g Zusamment,
O 0000000000e000 000000C

Beispiele Gross-O

m Bei der Analyse interessiert nur der Term hochster Ordnung
(= am schnellsten wachsender Summand) einer Funktion.
m Beispiele
m fi(n)=8n*—-3n-9 € O(n?)
m f(n)=n®>—3nlogy,n € O(n?)
m f3(n) = 3nlog, n+ 1000n + 10°°° € O(nlog n)



Top-Down-Mergesort Landau-Notation v g Zusamment,
O 0000000000e000 000000C

Beispiele Gross-O

m Bei der Analyse interessiert nur der Term hochster Ordnung
(= am schnellsten wachsender Summand) einer Funktion.
m Beispiele
m fi(n)=8n*—-3n-9 € O(n?)
m f(n)=n®>—3nlogy,n € O(n?)
m f3(n) = 3nlog, n+ 1000n + 10°°° € O(nlog n)

m Warum ist das so?
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Zusammenhange

Es gilt:

m O(1) € O(logn) € O(n) C O(nlogn) C O(n*) C O(2")
(fir k > 2)



Landau-Notation An Zusammenfassung
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Zusammenhange

Es gilt:
m O(1) € O(logn) € O(n) C O(nlogn) C O(n*) C O(2")
(fir k > 2)
= O(n*) C O(nk) fiir ky < ko
z.B. O(n?) C O(n®)



Landau-Notation
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Rechenregeln

m Produkt
fi € O(g1) und f, € O(g2) = fifa € O(g1842)



Landau-Notation
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Rechenregeln

m Produkt
fi € O(g1) und f, € O(g2) = fifa € O(g1842)

m Summe
fi € O(g1) und L € O(g2) = A+ h € O(g1 + &)



»-Down-Mergesort Landau-Notation An Zusammenfassung
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Rechenregeln

m Produkt

fi € O(gl) und f» € O(gg) = hhHh € O(glgz)
m Summe

fi € O(g1) und o € O(g2) = i+ f € O(g1 + &)
m Multiplikation mit Konstante

k>0und f € O(g) = kf € O(g)

k> 0= O(kg) = O(g)



esort Landau-Notation

Zusammenf.
0000000000000 0000000

Grund fiir Beschrankung auf Term hochster Ordnung

Beispiel: 5n° + 2n € O(n?)

m Wegen Regel bzgl. Multiplikation mit Konstante:
m 5n% € O(n®)
m 2ne€ O(n)
m Wegen O(n) C O(n®) und 2n € O(n):
m 2n € O(n?)
m Wegen Summenregel:
m 5n +2n€ O(nd + n?)
= Mit Multiplikation mit Konstante (bei Klasse):
m 5n° +2n € O(n?)



Anwendung
©000000

Anwendung



Anwendung
0000000

Schnelle O-Analyse fiir haufige Code-Konstrukte |

m konstante Operation

| var = 4| O(1) |




Anwendung
0000000

Schnelle O-Analyse fiir haufige Code-Konstrukte |

m konstante Operation

| var = 4| O(1) |

m Sequenz konstanter Operationen

varl = 4 0o(1)
4 0o(1)

var2

0(123-1) = 0(1)

var123 = 4 | O(1)




Anwendung
[e]e] Yololele}

Schnelle O-Analyse fiir haufige Code-Konstrukte Il

m Schleife
for i in range(n): | O(n)
res += 1 * m 0(1)

O(n-1) = O(n)




Anwendung
[e]e] Yololele}

Schnelle O-Analyse fiir haufige Code-Konstrukte Il

m Schleife
for i in range(n): | O(n) B
res += i * m O(1) O(n-1) = O(n)
for i in range(n): O(n) | O(n)
for j in range(i): O(n) o(n) 0(n?)
res += i x (m - j) | O(1)

i hdngt von n ab



Anwendung
0008000

Schnelle O-Analyse fiir hdufige Code-Konstrukte |lI

m if-then-else

if var < bound: 0o(1) 0O(1)
res += var 0(1) 0(1)
else: O(1 + max{1, n})

= 0(n)

for i in range(n): | O(n) | O(n-1)
res += i * n O(1) | =0(n)




I: Top-Down-Mergesort

Schnelle O-Analyse fiir hdufige Code-Konstrukte |lI

m if-then-else

Anwendung Zusammenf.

[e]o]e] le]ele)

if var < bound: 0o(1) 0O(1)
res += var 0(1) 0(1) O(1 + max{1, n})
else: — 0(n) ’
for i in range(n): | O(n) | O(n-1) o
res += i * n O(1) | =0(n)

Achtung: Kann zu unnétig hoher Abschatzung fiihren,
wenn teurer Fall nur fiir kleine n auftritt
(durch Konstante begrenzt).




Anwendung
0000800

Beispiel: Worst Case fiir Insertionsort

1 def insertion_sort(array):
2 n = len(array)

3 for i in range(l, n): # 4 =1, ..., n - 1

4 # move arrayl[i] to the left until it is

5 # at the correct position.

6 for j in range(i, 0, -1): # 7 =14, ..., 1

7 if arrayl[j] < array[j-1]:

8 array[jl, array[j-1] = array[j-11, arrayl[j]
9 else:

10 break




Anwendung
0000800

Beispiel: Worst Case fiir Insertionsort

1 def insertion_sort(array):

2 n = len(array)

3 for i in range(l, n): # 4 =1, ..., n - 1

4 # move arrayl[i] to the left until it is

5 # at the correct position.

6 for j in range(i, 0, -1): # 7 =14, ..., 1

7 if array[j]l < array[j-1]:

8 array[jl, array[j-1] = array[j-11, arrayl[j]
9 else:

10 break

m Worst case: break-Fall tritt nie ein.



Anwendung
0000800

Beispiel: Worst Case fiir Insertionsort

1 def insertion_sort(array):

2 n = len(array)

3 for i in range(l, n): # 4 =1, ..., n - 1

4 # move arrayl[i] to the left until it is

5 # at the correct position.

6 for j in range(i, 0, -1): # 7 =14, ..., 1

7 if array[j]l < array[j-1]:

8 array[jl, array[j-1] = array[j-11, arrayl[j]
9 else:

10 break

m Worst case: break-Fall tritt nie ein.
m O(L+n-n-1)=0(n?)



Anwendung
0000800

Beispiel: Worst Case fiir Insertionsort

1 def insertion_sort(array):

2 n = len(array)

3 for i in range(l, n): # 4 =1, ..., n - 1

4 # move arrayl[i] to the left until it is

5 # at the correct position.

6 for j in range(i, 0, -1): # 7 =14, ..., 1

7 if array[j]l < array[j-1]:

8 array[jl, array[j-1] = array[j-11, arrayl[j]
9 else:

10 break

m Worst case: break-Fall tritt nie ein.
m O(L+n-n-1)=0(n?)
m Uberschitzt?
Nein, beide Schleifen haben jeweils Q(n) Durchlaufe.



Anwendung
0000000

Beispiel: Best Case fiir Insertionsort

1 def insertion_sort(array):
2 n = len(array)

3 for i in range(l, n): # 4 =1, ..., n - 1

4 # move arrayl[i] to the left until it is

5 # at the correct position.

6 for j in range(i, 0, -1): # 7 =14, ..., 1

7 if arrayl[j] < array[j-1]:

8 array[jl, array[j-1] = array[j-11, arrayl[j]
9 else:

10 break




Anwendung
0000000

Beispiel: Best Case fiir Insertionsort

1 def insertion_sort(array):

2 n = len(array)

3 for i in range(l, n): # 4 =1, ..., n - 1

4 # move arrayl[i] to the left until it is

5 # at the correct position.

6 for j in range(i, 0, -1): # 7 =14, ..., 1

7 if array[j]l < array[j-1]:

8 array[jl, array[j-1] = array[j-11, arrayl[j]
9 else:

10 break

m Best case: break jeweils direkt bei j =/



Anwendung
0000000

Beispiel: Best Case fiir Insertionsort

1 def insertion_sort(array):

2 n = len(array)

3 for i in range(l, n): # 4 =1, ..., n - 1

4 # move arrayl[i] to the left until it is

5 # at the correct position.

6 for j in range(i, 0, -1): # 7 =14, ..., 1

7 if array[j]l < array[j-1]:

8 array[jl, array[j-1] = array[j-11, arrayl[j]
9 else:

10 break

m Best case: break jeweils direkt bei j =/
m O(1+n-1-1)=0(n)



Anwendung
0000000

Beispiel: Best Case fiir Insertionsort

1 def insertion_sort(array):

2 n = len(array)

3 for i in range(l, n): # 4 =1, ..., n - 1

4 # move arrayl[i] to the left until it is

5 # at the correct position.

6 for j in range(i, 0, -1): # 7 =14, ..., 1

7 if array[j]l < array[j-1]:

8 array[jl, array[j-1] = array[j-11, arrayl[j]
9 else:

10 break

m Best case: break jeweils direkt bei j =/
m O(1+n-1-1)=0(n)
m Uberschitzt?
Nein, die dussere Schleifen hat Q(n) Durchlaufe.



Anwendung Zusammenfa

O00000e

Analyse Insertionsort mit Kostenmodell

1 def insertion_sort(array):

2 n = len(array)

3 for i in range(l, n):

4 for j in range(i, 0, -1):

5 if arrayl[j] < array[j-1]:
6 tmp = arrayl[j]

7 array[j] = array[j-1]
8 array[j-1] = tmp

9 else:

10 break

m Best case: n — 1 Schliisselvergleiche, 0 Vertauschungen

m Worst case:
S 1i € ©(n?) Schliisselvergleiche und Vertauschungen



Zusammenfassung



Zusammenfassung

oe

Zusammenfassung

m Mergesort hat auch in der Top-Down-Variante leicht
tiberlineare Laufzeit.

m Mit Landau-Symbolen definiert man Klassen von Funktionen,
die nicht schneller/nicht langsamer/. .. wachsen als eine
Funktion g.

m O(g): Wachstum nicht schneller als g
m O(g): Wachstum im Wesentlichen wie g
m Insertionsort hat

m im besten Fall Laufzeit ©(n)
m im schlechtesten Fall Laufzeit ©(n?)
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