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Exercise Sheet 3 — Solutions

Exercise 3.1 (Refutation Theorem; 1.5 Points)

Prove the refutation theorem, that is, show for any set of formulas KB and any formula ¢ that
KB U {¢} is unsatisfiable if and only if KB |= —¢.

Solution:

“=”: If KBU {p} is unsatisfiable then there is no interpretation Z with Z = KB and Z = ¢.
Hence for every Z with Z = KB it holds that Z }~ ¢ and we conclude that KB | —.

“<”: If KB = =y then it holds for all Z with Z = KB that Z = —¢ and hence Z }= ¢. Therefore
there is no interpretation with Z = KB U {¢}, so KB U {¢} is unsatisfiable.

Exercise 3.2 (Correctness of the Resolution Calculus; 1.5 Points)
Prove the correctness of the resolution rule

CyU{L}, CoU{-L}
CrUCy ’

by showing that for all interpretations Z with Z |= Ve, 42y ¢ and Z = Vye,ugry £ it holds

that I =V ,co,ue, ¢
Solution:

Let Z be a model of \/ e, py € and of Ve, gy ¢ We make a case distinction:

Case 1 (I |= L): In this case we can conclude from 7 |= Ve, q-zy ¢ that T = Ve, ¢ This
implies that I = V,co e, ¢

Case 2 (Z = L): It follows from I |= Vo, ¢z € that T = Vyee, £ and hence I = Ve, o0, £

All steps were based on the semantics of the disjunction. Since the two cases cover all possible
situations, we conclude that I = \/,cc, e, ¢-

Exercise 3.3 (Resolution Calculus; 3 Points)

Consider the following knowledge base

KB={(A+ -D),(mA— (BVQO)),(A—=E)A(BVCVF)),(E— (F— (BV(0))),
(C = @G),(G—-0)}.

Use the resolution calculus to show that KB = (B A =C).
Solution:

In order to show that KB = (B A —C), we prove that KB’ = KB U {—~(B A ~C)} is unsatisfiable.
Since we want to apply resolution we first need to transform KB’ into conjunctive normal form:



Formulas (and Equivalences) | Clauses
(A+ —D) {—A,-D}
=((A—-D)A (=D — A4)) | {4, D}

= ((mAV-D)A (=D V A))
=((wAVv-D)A(DV A))

(—A— (BV()) {4,B,C}
=(——AVv(BV())

=(AVvBVC(O)

(A E)YAN(BVCVF)) {-A,E}
=((mAVE)A(BVCVF)) | {B,C,F}
(E— (F— (BV())) {B,C,~E,~F}
=(-EV(-FV(BV())
=(-EV-FVBVCO)
(C—=G)=(-CVQG) {-C, G}
(G = =C) = (-G vV -0) {—=C, -G}
-~(BA-C)=(-BVC(O) {-B,C}

We need to derive the emtpy clause [ from the following set of clauses A:

A= {{_‘A7_'D}v {AaD}v {AvBaC}a {ﬁAaE}a {B,C,F},
{B,C,~E,~F},{-C,G},{-C,-G},{—-B,C}}.

One possible derivation:

K, ={-C,G} from A

Ky, ={-C,-G} from A

K5 ={-C} from K7 and Ky
K,={A,B,C} from A

K5 = {A,B} from K3 and K4
K¢ ={C,~B} from A

K; ={-B} from K3 and Kg
Kg = {A} from K5 and Ky
Ky ={-A,E} from A

KlO = {E} from Kg and Kg
K1 ={B,C,-E,~F} from A
K12:{B,C,_|F} from K10 and K11
K3 ={C,~F} from K7 and K9
K14 = {_\F} from K3 and K13
K15={B,C,F} from A

K16 = {O,F} from K7 and K15
K7 ={C} from K14 and Kig
Kis =0 fromK3 and K7

With the contradiction theorem we can conclude that KB = (B A =C).

Exercise 3.4 (Predicate Logic; 3 Points)
Consider the following predicate logic formula ¢ with the signature ({z,y}, {c}, {f, g}, {P}).

¢ = (=P(c) AVaIy ((f(y) = g(z)) AP(y)))



Specify a model Z of ¢ with Z = (U,-) and U = {u1,uz,u3}. Prove that Z = ¢. Why is no
variable assignment a required to specify a model of ¢?

Solution:

The following interpretation Z = <U, z > is a model of ¢.

U= {’U,l,UQ,Ug}
CIZU1
fI = gI = {ul — U3, Uz — U3, U3 — U3}

P? = {u}
For every u € U we define o, = & — u,y — us.

By definition we have f(y)T® = f£ (%) = £ (a, (y)) = £ (u3) = u3
and g(z)"* = g (aP) = g¥ (e (2)) = g" (u) = u
and thus f(y)z’a“ = g(m)z"’“
It follows that Z, o, = (f(y) = g(x))
By definition we also have y=** = a,(y) = us € P% so Z, a, = P(y)
Together with the line before that we get Z, a,, = ((f(y) = g(x)) A P(y))

For every variable assignment o we know that afx := u|[y := us] = . Thus, for every a and
every u € U
L, afz = ully == us] = ((f(y) = g(x)) A P(y)
Z,afr :=u] = Jy ((fy) = g(x)) A P(y)
Z, o = Va3y ((f(y) = g(2)) AP(y)

We also know @@ = ¢ =u; ¢ PZso Z,a [~ P(c) or Z,a = —P(c). Putting things together,
we get
Z,a k= (=P(c) A3y ((f(y) = g(z)) AP(y))).

Since all variables are bound, the proof does not depend on the variable assignment «;, so it is not
required to specify a model.

Exercise 3.5 (Predicate logic; 1 Point)

Consider the formula ¢ over a signature with predicate symbols P (1-ary), Q (2-ary) and R (3-ary),
the 1-ary function symbol f, the constant symbol ¢ and the variable symbols z,y and z.

¢ = (VeIy (P(2) = Qy,z)) V -IyR(c,z,1(y)))

Mark all occurrences of free variables in . Additionaly specify the set of free variables of ¢
(without proof).

Solution:

o = (V23y (P(2) = Q(y,z)) V =3Iy R(c, z,f(y))).
free(p) = {z, 2}



