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Exercise 7.1 (2 marks)
Consider the constraint network $\mathcal{C}=\left\langle V\right.$, dom, $\left.\left(R_{x y}\right)\right\rangle$ with

- $V=\{a, b, c, d\}$
- $\operatorname{dom}(x)=\{0,1\}$ for all $x \in V$
- $R_{a b}=R_{a c}=R_{b d}=\{(0,0),(0,1),(1,1)\}$ $R_{a d}=R_{c d}=\{(0,0),(1,0),(1,1)\}$


Apply the algorithm PC-2 (chapter 26) on $\mathcal{C}$ to compute an equivalent path consistent network. Select the variables $u$, $v$, and $w$ in each iteration of the while loop such that $R_{u v}$ changes in the call to revise $-3(\mathcal{C}, u, v, w)$. For each iteration, specify the call to revise-3 and the updated constraint $R_{u v}$. Note that you do not have to provide the elements that are inserted into the queue, and you may stop the algorithm as soon as there are no $u, v$ and $w$ such that $R_{u v}$ changes. Specify the full constraint network you obtained.

Exercise 7.2 (3 marks)
Let $\mathcal{C}$ be a solvable constraint network with an acyclic constraint graph. Show that the application of the algorithm for trees as constraint graphs (chapter 27 of the lecture slides) leads to a solution for $\mathcal{C}$ without needing to backtrack.
Hint: First use structural induction to show that after step 3 the domain of every node $v$ contains only values for which a consistent assignment to all variables in the subtree rooted at $v$ can be found. Then use this to show that backtracking with forward checking will always pick a value that can be extended to a solution. Also consider that finding a solution requires that no domain ever becomes empty.

Exercise 7.3 ( $1+1.5$ marks)
Consider the constraint network $\mathcal{C}=\left\langle V\right.$, $\left.\operatorname{dom},\left(R_{u v}\right)\right\rangle$ with

- $V=\{a, b, c, d, e, f\}$,
- $\operatorname{dom}_{x}=\{0,1,2,3\}$ for all $x \in V$,
- $R_{a, b}=\{\langle x, y\rangle \mid x<y\}$,
$R_{a, c}=\{\langle x, y\rangle \mid x=y-1\}$,
$R_{b, d}=\{\langle x, y\rangle \mid x>y\}$,
$R_{b, e}=\{\langle x, y\rangle \mid x=y\}$,
$R_{c, d}=\{\langle x, y\rangle \mid x=y\}$,
$R_{d, e}=\{\langle x, y\rangle \mid x<y\}$,
$R_{e, f}=\{\langle x, y\rangle \mid x<y\}$
In this exercise, you have to solve $\mathcal{C}$ with the tree decomposition approach presented in chapter 28 of the lecture slides. To do so, use the following tree decomposition $\mathcal{T}$ :

(a) Provide the meta constraint network $\mathcal{C}^{\mathcal{T}}$ based on tree decomposition $\mathcal{T}$, using the variable names shown in $\mathcal{T}$.
(b) Solve the meta constraint network $\mathcal{C}^{\mathcal{T}}$ using the algorithm for trees (chapter 27 of the lecture slides). Use $v_{a b c}$ of $\mathcal{T}$ as the root node. Provide the resulting variable order, the list of calls to revise and the resulting updated domains, and the backtracking-free execution of BacktrackingWithInference with forward checking by specifying for each step which value you select for which variable and how the domains are updated through forward checking. Also specify the found solution to the original constraint network $\mathcal{C}$.

Exercise 7.4 ( $1+0.5$ marks)
Consider the formula $\varphi=((A \vee B) \rightarrow C) \wedge \neg((C \vee B) \rightarrow A)$ and interpretation $I=\{A \mapsto \mathbf{F}, B \mapsto$ $\mathbf{T}, C \mapsto \mathbf{T}\}$
(a) Show that $I \models \varphi$ using the definition of $\models$.
(b) Is $\varphi$ falsifiable or valid? Justify your answer by providing an interpretation under which $\varphi$ does not hold or explaining why not such interpretation exists.

Exercise 7.5 (1 marks)
Convert the formula ( $\neg P \vee Q$ ) $\rightarrow R$ to CNF by applying the logical equivalences from chapter 29 of the lecture.
Provide all intermediate formulas that result from applying an equivalence transformation.
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