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Multiple-Choice Questions (10x 2 Punkte)

(a) Which of the following statements about propositional logic are true?

O If ¢ is satisfiable then = is unsatisfiable.
O If ¢ is unsatisfiable then it holds for every ¢ that ¢ = 9.

[ For every formula there is a logically equivalent CNF formula
of the same size.

O With resolution, we can derive the empty clause O from any
unsatisfiable knowledge base that is given as a set of clauses.

(b) Which of the following statements about predicate logic are true?

O (Vz(P(z) A Jy(Q(y,z) V (z =1y))) V P(y)) is a sentence.

O (Vzp AVap) = V(e A1)

O (Ve VVz) = V(e V)

01 If the sets @ and ¥ of formulas are both satisfiable
then also the set ® U U is satisfiable.

(c) Which of the following statements about languages and grammars are true?

[J For every language there is a grammar that generates it.

[0 Every context-free language can be generated by a context-sensitive grammar.
O For ¥ = {a, b} it holds that ¢ € ¥* and aba € ¥*.

[0 Every infinite Type-0 language contains the empty word e.

(d) Which of the following statements about regular languages are true?

[J Every finite language is regular.

O For every NFA with n states there is an NFA with n + 1 states but only one
accepting state that recognizes the same language.

O If an NFA with n states recognizes a language then the minimal DFA for this
language has at most n states.

[0 With the pumping lemma one can prove that a language is regular.

(e) Which of the following statements about context-free languages and PDAs are
true?

[J Every language that can be generated by a context-free grammar can be
recognized by a PDA.

O The language L = {a"b" | n € Ny} is context-free.

[0 Every context-free language can be recognized by a PDA with only one state.

0] If Ly is a context-free language and L, is a regular language
then L, U Ly is context-free.



(f) Which of the following statements are true? For this question, only consider
numerical functions f : N} — Ny and no functions with words as inputs.
[0 Turing machines are less powerful than WHILE programs.

[ For every deterministic Turing machine, it is possible to construct a GOTO
program computing the same function.

O For every GOTO program, it is possible to construct a deterministic Turing
machine computing the same function.

[0 The Ackermann function is WHILE-computable.
(g) Which of the following problems are decidable?
[0 “Does a given GOTO program halt if all input variables contain the value
0?7
O the language L U L, where L is semi-decidable
O the Travelling Salesperson Problem (TSP)
O the language {¢}

(h) Let X be an undecidable problem. Which of the following statements follow?

[0 All problems Y with X <Y are undecidable.
[0 All problems Y with Y < X are undecidable.
[0 X is the Halting Problem.

0 X and X are semi-decidable.

(i) Which of the following statements describe the proof idea of the Cook-Levin the-
orem?

[] Translate the workings of a nondeterministic Turing machine with polynomial
runtime into a logical formula.

[J Show that the satisfiability problem of propositional logic is undecidable.

[0 Reduce every problem in NP to SAT.

[] For every polynomial-size logic formula, construct a Turing machine that
satisfies it.

(j) Let X and Y be NP-complete problems. Which of these statements follow?

[] If there exists an efficient algorithm for X, then there also exists an efficient

algorithm for Y.

(] If there exists an efficient algorithm for X, then there also exist efficient
algorithms for BINPACKING and TSP.

O X <, SAT
0 SAT <, X
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Question 1 (44-2+4 marks)

(a) Specify a model for the following propositional logic formula and use the semantics
of propositional logic to prove that it indeed satisfies the formula.

(AN (BVC))A=C)

(b) For each of the following properties, specify a propositional formula over atoms
{A, B,C'} that has this property.

satisfiable:

valid:

unsatisfiable:

has exactly 3 models:

(c) Show that the following propositional formulas are equivalent with the equivalences
from the lecture.

(Bv—=C)— (AVB))=((AVB)VvC(C)



Additional space for question 1:
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Question 2 (446 marks)

Let ¥ = {a,b}.

(a) Specify a DFA that accepts the language described by the regular expression
a*b(ab)*. It is sufficient to specify the DFA graphically with a diagram.

(b) Use the Pumping Lemma to show that L = {a"b®" | n > 0} is not regular.



Additional space for question 2:
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Question 3 (446 marks)

Consider the following language
L ={a"b"c*" |n,m >0}
over the alphabet ¥ = {a, b, c}.
(a) Specify a context-free grammar G that generates L, i.e., £L(G) = L. Specify all

components of G.

(b) Construct a push-down automaton (PDA) M which accepts exactly L. It is suffi-
cient to specify the PDA graphically with a diagram.

Reminder: a PDA is initialized with the stack symbol # on the stack. It accepts
an input if and only if the input word has been processed completely and the stack
is empty (i.e., there is no accepting state).



Additional space for question 3:
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Question 4 (44442 marks)

(a) Write a LOOP program that calculates the sum of the first n natural numbers,
i.e., it calculates the following function:

f(n) =Zz‘

You may use all syntax constructs from the lecture and the exercises.

(b) Simulate the following syntax construct with known constructs for LOOP pro-
grams. Its semantics are as follows: z; is incremented from 1 to z; and P is
executed once for each of these values. You may use all syntax constructs from

the lecture and the exercises. Also, you may assume that x; and z; are not changed
in P.

P
END

(¢) Which unary function does the following WHILE program calculate? Is it possible
to calculate the same function with a LOOP program? Please justify your answer
to the second question.

Ty = 1;

x3 = 0;

WHILE z, # 0 DO
IF 2y = z3 THEN



Additional space for question 4:
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Question 5 (34146 marks)
(a) Describe informally (1 sentence per property) what it means that a given language
L CY*is
e decidable,
e semi-decidable,
o undecidable.
(b) Describe (without proof) the relationships between the properties decidable, semi-

decidable, undecidable: which properties imply which other properties? Which
properties are mutually exclusive?

(¢) Which of the following languages are decidable? Give brief justifications (1 sen-
tence per language).

o [, ={we{0,1}* | M,, computes a function with a finite domain}
o Ly ={we{0,1}* | M,, computes a LOOP-computable function }
o Ly={we{0,1}* | M, computes a Turing-computable function }

Hint: Use Rice’s theorem (where possible) to show undecidability.



Additional space for question 5:
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Question 6 (3+7 marks)
Consider the following decision problems:
DIRHAMILTONPATH:

e Given: Directed graph G = (V, E)

e Question: Does G contain a Hamiltonian path?

DIRHAMILTONPATHWITHENDPOINTS:
e Given: Directed graph G = (V| E), start node vs € V, end node v, € V

e Question: Does GG contain a Hamiltonian path from vy to e,
i.e., a Hamiltonian path 7 = (vq,...,v,) with v; = vs and v,, = v.?

(a) Show that DIRHAMILTONIANPATHWITHENDPOINTS is in NP
by specifying a non-deterministic, polynomial algorithm.

(b) Prove that DIRHAMILTONIANPATHWITHENDPOINTS is NP-hard.
You may use that the problem DIRHAMILTONIANPATH is NP-complete.

Reminder: A Hamiltonian path in a directed graph (V, E) is a sequence of nodes

7T = (v1,...,v,) that defines a path ((v;,v;11) € E for all 1 <14 < n) and contains each
node of V' exactly once.



Additional space for question 6:
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